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Abstract

We establish general versions of a variety of results for quasiconvex, lower-semicontinuous, and law-invariant functionals. Our results extend well-known results from the literature to a large class of spaces of random variables. We sometimes obtain sharper versions, even for the well-studied case of bounded random variables. Our approach builds on two fundamental structural results for law-invariant functionals: the equivalence of law invariance and Schur convexity, i.e., monotonicity with respect to the convex stochastic order and, the fact that a law-invariant functional is fully determined by its behaviour on bounded random variables. We show how to apply these results to provide a unifying perspective on the literature on law-invariant functionals, with special emphasis on quantile-based representations, including Kusuoka representations, dilatation monotonicity, and infimal convolutions.
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1 Introduction

The goal of this paper is to provide a unifying perspective on and generalizations of some of the key results on law-invariant functionals. Recall that a functional defined on a space of random variables is called law invariant if it assigns the same value to random variables that have the same probability law. Law invariance is often encountered across the finance and economics literature, e.g. in capital adequacy, risk sharing, portfolio selection, capital allocation, insurance pricing. Many important results on law-invariant functionals are obtained under the additional assumption of (quasi)convexity and (semi)continuity. Examples include the link between law invariance, Schur convexity, and dilatation monotonicity, see Dana
In this paper we deal with law-invariant functionals defined on a locally convex space $\mathcal{X}$ of random variables (over a nonatomic probability space) that contains $L^\infty$ and is contained in $L^1$. For the type of results we are targeting, it is necessary that the functional in question admits a special type of dual representation. This naturally leads us to focus on “admissible” functionals, namely functionals that are quasiconvex and lower semicontinuous with respect to a locally convex topology on $\mathcal{X}$ such that the resulting topological dual also contains $L^\infty$ and is contained in $L^1$. As we illustrate in Section 2, this setup provides sufficient flexibility to accommodate virtually all interesting cases. Our approach builds on a careful analysis of the interplay between concepts and results from probability theory — quantile functions, stochastic orders, martingale convergence — and convex duality. This analysis yields a series of structural results for admissible law-invariant functionals that provide a unifying perspective on and allow proving generalizations of some of the key results mentioned above in a more direct and, hopefully, insightful way.

The first structural result is Theorem 3.6 establishing that, for an admissible functional, law invariance and Schur convexity, i.e., monotonicity with respect to the convex order, are equivalent. This is a generalization of an important result first proved by Dana [10] for the space of bounded random variables. The key behind this equivalence is contained in Lemma 3.5, which provides an extension of classical results by Ryff [37] and Luxemburg [32] uncovering the strong topological link between law invariance and the convex order: For any random variable $X \in \mathcal{X}$, the set of random variables in $\mathcal{X}$ that are preferred to $X$ with respect to the convex order coincides with the closed convex hull (with respect to the chosen weak topology) of the set of random variables in $\mathcal{X}$ having the same probability law as $X$.

The link with Schur convexity is used to prove a second set of structural results starting with Theorem 4.2, which shows that an admissible law-invariant functional is fully determined by its behaviour on $L^\infty$. This “reduction principle” can be viewed as the main result of the paper and has a number of consequences. Most importantly, a simple application of the reduction principle to the conjugate (in the sense of quasiconvex duality) of an admissible law-invariant functional delivers a generalization of a result obtained by Svindland [39] for $L^\infty$. Indeed, Theorem 4.4 establishes that every admissible law-invariant functional is automatically $\sigma(\mathcal{X}, L^\infty)$-lower semicontinuous. In particular, this shows that in the dual representation of an admissible law-invariant functional we can restrict our attention to dual elements belonging to $L^\infty$. This important topological property implies Proposition 5.3, which states that every admissible law-invariant functional defined on $L^\infty$ can be uniquely extended to a functional of the same type on $\mathcal{X}$. This provides a general formulation of the important extension result obtained by Filipović and Svindland in [17]. In combination with the reduction principle, this extension result is a powerful tool to “lift” results on law-invariant functionals from $L^\infty$ to our general space $\mathcal{X}$. 
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By relying on the above general results we are able to extend a number of well-known theorems on law-invariant functionals from the literature. These include a variety of quantile-based dual representations and results on infimal convolutions and dilatation monotonicity. For some of them, exploiting the equivalence of law invariance and Schur convexity, we can provide simple direct proofs and, sometimes, sharper versions, even for the $L^\infty$ case. We also note that, in contrast to a large part of the literature, we consistently work with quasiconvex, instead of only convex, functionals. We refer to the individual sections for a detailed comparison with the literature.

The paper is organized as follows. After describing the setting in Section 2, we study the relation between law invariance and Schur convexity in Section 3. Based on this, we prove the fundamental reduction principle for law-invariant functionals in Section 4. All the aforementioned applications are discussed in Section 5.

2 Setting

Let $(\Omega, \mathcal{F}, P)$ be a nonatomic probability space. Any Borel measurable function $X : \Omega \to \mathbb{R}$ is called a random variable. We denote by $L^0$ the set of equivalent classes of random variables with respect to almost-sure equality (under $P$). As usual, we never explicitly distinguish between an element of $L^0$ and any of its representatives. Equalities and inequalities between random variables are always meant in the almost-sure sense. In particular, the elements of $\mathbb{R}$ are identified with random variables that are almost-surely constant. For every set $\mathcal{X} \subseteq L^0$ we denote by $\mathcal{X}_+$ the set of positive random variables in $\mathcal{X}$. The standard Lebesgue spaces on $(\Omega, \mathcal{F}, P)$ are denoted by $L^p$ for $p \in [1, \infty]$. The expectation under $P$ is simply denoted by $E$.

Definition 2.1. For two random variables $X, Y \in L^0$ we write $X \sim Y$ whenever $X$ and $Y$ have the same probability law under $P$. A set $\mathcal{X} \subseteq L^0$ is said to be law invariant if for all $X, Y \in L^0$ we have

$$X \in \mathcal{X}, \ Y \sim X \implies Y \in \mathcal{X}.$$ 

A functional $\varphi : \mathcal{X} \to [-\infty, \infty]$ is called law invariant if for all $X, Y \in \mathcal{X}$ we have

$$X \sim Y \implies \varphi(X) = \varphi(Y).$$

Throughout the entire paper we work with the following pair of linear subspaces of $L^0$.

Assumption 2.2. Let $\mathcal{X}$ and $\mathcal{X}^*$ be two linear subspaces of $L^0$ such that:

1. $\mathcal{X}$ and $\mathcal{X}^*$ are law-invariant.
2. $XY \in L^1$ for all $X \in \mathcal{X}$ and $Y \in \mathcal{X}^*$.
3. $L^\infty \subseteq \mathcal{X} \subseteq L^1$ and $L^\infty \subseteq \mathcal{X}^* \subseteq L^1$.

We denote by $\sigma(\mathcal{X}, \mathcal{X}^*)$ the weakest topology on $\mathcal{X}$ with respect to which the linear functional $\varphi_Y : \mathcal{X} \to \mathbb{R}$ given by $\varphi_Y(X) := E[XY]$ is continuous for every $Y \in \mathcal{X}^*$. Equipped with this topology, $\mathcal{X}$ becomes a locally convex Hausdorff topological vector space (see e.g. [41]).

The following example shows concrete instances of pairs satisfying the above assumption.

Example 2.3. Let $\Phi : [0, \infty) \to [0, \infty]$ be an Orlicz function, i.e. a convex, left-continuous, increasing function which is finite on a right neighborhood of zero and satisfies $\Phi(0) = 0$. The conjugate of $\Phi$ is the function $\Phi^* : [0, \infty) \to [0, \infty]$ defined by

$$\Phi^*(u) := \sup_{t \in [0, \infty)} \{tu - \Phi(t)\}.$$
Note that $\Phi^*$ is also an Orlicz function. For every $X \in L^0$ define the Luxemburg norm by

$$
\|X\|_\Phi := \inf \left\{ \lambda \in (0, \infty) ; \; \mathbb{E} \left[ \phi \left( \frac{|X|}{\lambda} \right) \right] \leq 1 \right\}.
$$

The corresponding Orlicz space is given by

$$
L^\Phi := \{ X \in L^0 ; \; \|X\|_\Phi < \infty \}.
$$

The heart of $L^\Phi$ is the space

$$
H^\Phi := \left\{ X \in L^\Phi ; \; \forall \lambda \in (0, \infty) : \; \mathbb{E} \left[ \phi \left( \frac{|X|}{\lambda} \right) \right] < \infty \right\}.
$$

The classical Lebesgue spaces are prominent examples of Orlicz spaces. On the one side, setting $\Phi(t) = t^p$ for $p \in [1, \infty)$ and $t \in [0, \infty)$, we have $L^\Phi = H^\Phi = L^p$ and the Luxemburg norm coincides with the usual $p$ norm. On the other side, if we define $\Phi(t) = 0$ for $t \in [0,1]$ and $\Phi(t) = \infty$ otherwise, then we have $L^\Phi = L^\infty$ and the Luxemburg norm coincides with the usual $\text{ess sup}$ norm. Note that, in this case, $H^\Phi = \{0\}$.

In our nonatomic setting we have $L^\Phi = H^\Phi$ if and only if $\Phi$ is $\Delta_2$, i.e. there exist $s \in (0, \infty)$ and $k \in (0, \infty)$ such that $\Phi(2t) < k\Phi(t)$ for every $t \in [s, \infty)$. A well-known example of a nontrivial $H^\Phi$ with $H^\Phi \neq L^\Phi$ corresponds to the choice $\Phi(t) = \exp(t) - 1$ for $t \in [0, \infty)$.

The norm dual of $L^\Phi$ cannot be identified with a subspace of $L^0$ in general. However, if $\Phi$ is finite valued (otherwise $H^\Phi = \{0\}$), the norm dual of $H^\Phi$ can always be identified with $L^\Phi^\ast$. For the case $L^p$, for $p \in [1, \infty)$, this is simply the well-known identification of the norm dual of $L^p$ with $L^{\frac{p}{p-1}}$ (with the usual convention $\frac{1}{0} := \infty$). For more details on Orlicz spaces we refer to [12].

The following pairs satisfy Assumption 2.2 (we assume that none of the Orlicz hearts is reduced to zero):

1. $\mathcal{X} = L^\Phi$ and $\mathcal{X}^\ast \in \{L^\Phi^\ast, H^\Phi^\ast, L^\infty\}$.
2. $\mathcal{X} = H^\Phi$ and $\mathcal{X}^\ast \in \{L^\Phi^\ast, H^\Phi^\ast, L^\infty\}$.

We conclude this section by recalling some fundamental notions about functionals. We work under the above standing assumption. The focus of the paper is on functionals of the form

$$
\varphi : \mathcal{X} \rightarrow [-\infty, \infty].
$$

We say that $\varphi$ is proper if $\varphi(X) > -\infty$ for every $X \in \mathcal{X}$ and $\varphi(X) < \infty$ for some $X \in \mathcal{X}$. We say that $\varphi$ is increasing, respectively decreasing if it is increasing, respectively decreasing, with respect to the almost-sure partial order, i.e. for all $X, Y \in \mathcal{X}$ we have

$$
X \leq Y \quad \Rightarrow \quad \varphi(X) \leq \varphi(Y), \quad \text{resp.} \quad \varphi(X) \geq \varphi(Y).
$$

The functional $\varphi$ is said to be convex if for all $X, Y \in \mathcal{X}$ and $\lambda \in [0, 1]$ we have

$$
\varphi(\lambda X + (1 - \lambda)Y) \leq \lambda \varphi(X) + (1 - \lambda)\varphi(Y)
$$

and quasiconvex if for all $X, Y \in \mathcal{X}$ and $\lambda \in [0, 1]$ we have

$$
\varphi(\lambda X + (1 - \lambda)Y) \leq \max\{\varphi(X), \varphi(Y)\}.
$$

Clearly, every convex functional is automatically quasiconvex. Finally, $\varphi$ is called $\sigma(\mathcal{X}, \mathcal{X}^\ast)$-lower semicontinuous if for every net $(X_\nu) \subset \mathcal{X}$ and every $X \in \mathcal{X}$ we have

$$
X_\nu \overset{\sigma(\mathcal{X}, \mathcal{X}^\ast)}{\longrightarrow} X \quad \Rightarrow \quad \varphi(X) \leq \liminf \varphi(X_\nu).
$$
As is well-known, $\varphi$ is quasiconvex, respectively $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous, if and only if the set

$$\{\varphi \leq \alpha\} := \{X \in \mathcal{X} ; \varphi(X) \leq \alpha\}$$

is convex, respectively $\sigma(\mathcal{X}, \mathcal{X}^*)$-closed, for every $\alpha \in \mathbb{R}$. The property of $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuity will play a key role in the sequel. The next proposition features two operative characterizations of this property in the common situation where the ambient space $\mathcal{X}$ can be equipped with a Banach lattice structure. Note that any Luxemburg norm has the Lebesgue property if it is restricted to an Orlicz heart.

**Definition 2.4.** We say that a functional $\varphi : \mathcal{X} \to [-\infty, \infty]$ has the **Fatou property** if for every sequence $(X_n) \subset \mathcal{X}$ and every $X \in \mathcal{X}$ we have

$$X_n \xrightarrow{a.s.} X, \quad \sup_{n \in \mathbb{N}} |X_n| \in \mathcal{X} \implies \varphi(X) \leq \liminf_{n \to \infty} \varphi(X_n).$$

Similarly, $\varphi$ has the **Lebesgue property** if for every sequence $(X_n) \subset \mathcal{X}$ and every $X \in \mathcal{X}$ we have

$$X_n \xrightarrow{a.s.} X, \quad \sup_{n \in \mathbb{N}} |X_n| \in \mathcal{X} \implies \varphi(X) = \lim_{n \to \infty} \varphi(X_n).$$

We say that $\varphi$ is **continuous from below** if for every sequence $(X_n) \subset \mathcal{X}$ and every $X \in \mathcal{X}$ we have

$$X_n \downarrow X \implies \varphi(X) = \lim_{n \to \infty} \varphi(X_n).$$

**Proposition 2.5.** Assume that $\mathcal{X}$ is a lattice with respect to the almost-sure partial order and that there exists a law-invariant, complete, lattice norm $\| \cdot \|$ on $\mathcal{X}$. Let $\varphi : \mathcal{X} \to [-\infty, \infty]$ be quasiconvex and law invariant. Then, the following statements are equivalent:

(a) $\varphi$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous.

(b) $\varphi$ has the Fatou property.

If either $\mathcal{X} = L^\infty$ or $\| \cdot \|$ has the Lebesgue property, then (a) is also equivalent to:

(c) $\varphi$ is norm-lower semicontinuous.

If $\varphi$ is increasing, then (a) is also equivalent to:

(d) $\varphi$ is continuous from below.

**Proof.** Note that any functional with the Fatou property is automatically norm-lower semicontinuous. This is because every norm-convergent sequence admits a dominated subsequence that converges almost surely. Note also that any norm-lower semicontinuous functional satisfies the Fatou property provided that the norm has the Lebesgue property. It is also well known that the Fatou property and continuity from below are equivalent for an increasing functional. The remaining implications follow from [39, Proposition 1.1] (see also [9, Theorem 3.2] and [22, Theorem 2.1]) in the bounded setting, from [20, Theorem 1.1] in the Orlicz setting, and from [27, Theorem 3.1] in the general setting. \hfill \square

We conclude this section by recalling the classical Fenchel-Moreau dual representations in our setting. To this effect, recall that the **conjugate** of $\varphi$ is the functional $\varphi^* : \mathcal{X}^* \to [-\infty, \infty]$ defined by

$$\varphi^*(Y) := \sup_{X \in \mathcal{X}} \{\mathbb{E}[XY] - \varphi(X)\}.$$  

Moreover, we define $F^\varphi_\alpha : \mathcal{X}^* \times \mathbb{R} \to [-\infty, \infty]$ by

$$F^\varphi_\alpha(Y, \alpha) := \inf\{\varphi(X) ; X \in \mathcal{X}, \mathbb{E}[XY] \geq \alpha\}.$$  

The above functionals appear in the classical Fenchel-Moreau dual representations, see e.g. [41, Theorem 2.3.3] and [18, Theorem 2.6, Lemma 2.7].
Proposition 2.6. Let $\varphi : \mathcal{X} \to [-\infty, \infty]$ be proper and $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous.

1. If $\varphi$ is convex, then

$$\varphi(X) = \sup_{Y \in \mathcal{X}^*} \{ \mathbb{E}[XY] - \varphi^*(Y) \}, \quad X \in \mathcal{X}.$$  

2. If $\varphi$ is quasiconvex, then

$$\varphi(X) = \sup_{Y \in \mathcal{X}^*} F^*_\varphi(Y, \mathbb{E}[XY]), \quad X \in \mathcal{X}.$$  

If $\varphi$ is additionally increasing, then we can replace $\mathcal{X}^*$ by $\mathcal{X}^+_{\sigma}$ in the above statements.

3 Law invariance and Schur convexity

In this section we start our study of law-invariant functionals on general spaces of random variables by showing the link between law invariance and stochastic orders. More precisely, we establish that, for a quasiconvex and lower semicontinuous functional, law invariance is equivalent to monotonicity with respect to the convex order. Throughout the whole section we maintain our standing assumption from Section 2.

As a preliminary step, we recall the notion of a quantile function and establish a useful Hardy-Littlewood-type result for the pair $(\mathcal{X}, \mathcal{X}^*)$, which highlights the link between quantile functions and law invariance.

Definition 3.1. For every random variable $X \in L^0$ we denote by $q_X$ a fixed but arbitrary quantile function for $X$, i.e. a function $q_X : (0,1) \rightarrow \mathbb{R}$ satisfying

$$\inf \{ x \in \mathbb{R}; \ P(X \leq x) \geq s \} \leq q_X(s) \leq \inf \{ x \in \mathbb{R}; \ P(X \leq x) > s \}$$

for every $s \in (0,1)$. Note that, since the cumulative distribution function of $X$ has at most countably many discontinuity points, any two quantile functions for $X$ coincide almost surely with respect to the Lebesgue measure on $(0,1)$.

Lemma 3.2. For all $X \in \mathcal{X}$ and $Y \in \mathcal{X}^*$ the functions $q_X(1-\cdot)q_Y$ and $q_Xq_Y$ are Lebesgue integrable on $(0,1)$ and the following statements hold:

1. $\inf_{X' \sim X} \mathbb{E}[X'Y] = \inf_{Y' \sim Y} \mathbb{E}[XY'] = \int_0^1 q_X(1-s)q_Y(s)ds$.

2. $\sup_{X' \sim X} \mathbb{E}[X'Y] = \sup_{Y' \sim Y} \mathbb{E}[XY'] = \int_0^1 q_X(s)q_Y(s)ds$.

In addition, all infima and suprema above are attained.

Proof. Take $X \in \mathcal{X}$ and $Y \in \mathcal{X}^*$. Since $(\Omega, \mathcal{F}, \mathbb{P})$ is nonatomic, it follows from [3, Theorem 2.6] that

$$0 \leq \int_0^1 q_{|X|}(s)q_{|Y|}(s)ds = \mathbb{E}[|XY'|]$$

for some $Y' \sim Y$. The law invariance of $\mathcal{X}^*$ implies that $Y' \in \mathcal{X}^*$ so that $XY' \in L^1$. This shows that $q_{|X|}q_{|Y|}$ is Lebesgue integrable on $(0,1)$. Now, it is not difficult to verify, see e.g. [7, Theorem 4.6], that

$$|q_Xq_Y| = q_{\max\{X,0\}}q_{\max\{Y,0\}} + q_{\min\{X,0\}}q_{\min\{Y,0\}} - q_{\max\{X,0\}}q_{\min\{Y,0\}} - q_{\min\{X,0\}}q_{\max\{Y,0\}} \leq 4q_{|X|}q_{|Y|}.$$  

This yields the Lebesgue integrability of $q_Xq_Y$. As $q_X(1-\cdot) = -q_{-X}$ almost surely with respect to the Lebesgue measure on $(0,1)$, this also yields the Lebesgue integrability of $q_X(1-\cdot)q_Y$. The remaining statements follow from [7, Theorem 13.4].

\qed
After recalling the notion of convex order, we provide a number of equivalent conditions, expressed in terms of quantile functions, for two random variables to be ranked in the convex order. In particular, assertion (c) states the well-known link between the convex order and second-order stochastic dominance.

**Definition 3.3.** For all random variables $X, Y \in L^1$ we write $X \succeq_{cx} Y$ whenever $X$ dominates $Y$ in the *convex order*, i.e. whenever

$$
\mathbb{E}[f(X)] \geq \mathbb{E}[f(Y)]
$$

for every convex function $f : \mathbb{R} \to \mathbb{R}$.

A set $A \subseteq X$ is *Schur convex* if for all $X, Y \in X$ we have

$$
X \in A, \ X \succeq_{cx} Y \implies Y \in A.
$$

Similarly, a functional $\varphi : X \to [-\infty, \infty]$ is *Schur convex* if for all $X, Y \in X$ we have

$$
X \succeq_{cx} Y \implies \varphi(X) \geq \varphi(Y).
$$

**Lemma 3.4.** For all $X, Y \in L^1$ the following statements are equivalent:

(a) For every nondecreasing function $g : (0, 1) \to \mathbb{R}$ such that $q_X g$ and $q_Y g$ are Lebesgue integrable on $(0, 1)$ we have

$$
\int_0^1 q_X(s)g(s)ds \geq \int_0^1 q_Y(s)g(s)ds.
$$

(b) For every nondecreasing bounded function $g : (0, 1) \to \mathbb{R}$ we have

$$
\int_0^1 q_X(s)g(s)ds \geq \int_0^1 q_Y(s)g(s)ds.
$$

(c) $\mathbb{E}[X] = \mathbb{E}[Y]$ and for every $s \in (0, 1)$

$$
\int_0^s q_X(t)dt \geq \int_0^s q_Y(t)dt.
$$

(d) $X \succeq_{cx} Y$.

**Proof.** It is well known that (c) and (d) are equivalent, see e.g. [10, Lemma 2.1]. Moreover, it follows from [10, Lemma 2.2] that (b) and (d) are equivalent. Hence, we only need to show that (a) and (b) are equivalent. It is clear that (a) implies (b) because both $q_X$ and $q_Y$ are Lebesgue integrable on $(0, 1)$, see e.g. [7, Proposition 4.3]. To conclude the proof, assume that (b) holds and take an arbitrary nondecreasing function $g : (0, 1) \to \mathbb{R}$ such that $q_X g$ and $q_Y g$ are Lebesgue integrable on $(0, 1)$. For every $n \in \mathbb{N}$ define a function $g_n : (0, 1) \to \mathbb{R}$ by setting

$$
g_n(s) = \begin{cases} 
-n & \text{if } g(s) < -n, \\
g(s) & \text{if } -n \leq g(s) \leq n, \\
n & \text{if } g(s) > n.
\end{cases}
$$

By assumption, we have

$$
\int_0^1 q_X(s)g_n(s)ds \geq \int_0^1 q_Y(s)g_n(s)ds
$$

for every $n \in \mathbb{N}$. Since $g_n \to g$ pointwise and $|q_X g_n| \leq |q_X g|$ as well as $|q_Y g_n| \leq |q_Y g|$ for every $n \in \mathbb{N}$, it follows from the Dominated Convergence Theorem that

$$
\int_0^1 q_X(s)g(s)ds = \lim_{n \to \infty} \int_0^1 q_X(s)g_n(s)ds \geq \lim_{n \to \infty} \int_0^1 q_Y(s)g_n(s)ds = \int_0^1 q_Y(s)g(s)ds.
$$

This concludes the proof of the equivalence. \qed
Hence, it suffices to prove that $C \supset \infty$, where we used that $X$ is because $\sigma$ the topology $\sigma(X, X^*)$ is contained in the following density result. This shows that, for every random variable $X$ belonging to $\mathcal{X}$, the set of all random variables in $\mathcal{X}$ that are dominated in the convex order by $X$ coincides with the closed convex hull of the law-invariance equivalence class $\{ Y \in \mathcal{X} ; Y \sim X \}$. The closure is taken with respect to the weak topology $\sigma(\mathcal{X}, \mathcal{X}^*)$. In particular, every random variable that is dominated by $X$ in the convex order can be approximated in said topology by a net of convex combinations of random variables that are identically distributed as $X$. This density result was first established in $L^1$ in [37, Theorem 5] and adapted to $L^\infty$ (paired with $L^1$) in [10, Proposition 4.1] and to general $L^p$ spaces in [40, Corollary 2.5]. Here, for a set $A \subset \mathcal{X}$ we denote by $\hull(A)$ its convex hull and by $\cl_{\sigma(\mathcal{X}, \mathcal{X}^*)}(A)$ its $\sigma(\mathcal{X}, \mathcal{X}^*)$-closure.

**Lemma 3.5.** For every $X \in \mathcal{X}$ we have

$$\{ Y \in \mathcal{X} ; X \succeq_{cx} Y \} = \cl_{\sigma(\mathcal{X}, \mathcal{X}^*)}(\hull(\{ Y \in \mathcal{X} ; Y \sim X \})).$$

**Proof.** For convenience we use the following notation throughout the proof:

$$\mathcal{C}(X) = \{ Y \in L^1 ; X \succeq_{cx} Y \}, \quad \mathcal{D}(X) = \{ Y \in L^1 ; Y \sim X \} = \{ Y \in \mathcal{X} ; Y \sim X \}.$$  

To establish the inclusion “$\subset$” assume there exists $Y \in \mathcal{C}(X) \cap \mathcal{X}$ outside of $\cl_{\sigma(\mathcal{X}, \mathcal{X}^*)}(\hull(\mathcal{D}(X)))$. Then, by Hahn-Banach Separation, we find $Z \in \mathcal{X}^*$ such that $\sup \{ \mathbb{E}[X'Z] ; X' \sim X \} < \mathbb{E}[YZ]$. It now follows from Lemma 3.2 and Lemma 3.4 that

$$\int_0^1 q_X(s)q_Z(s)ds < \mathbb{E}[YZ] \leq \int_0^1 q_Y(s)q_Z(s)ds \leq \int_0^1 q_X(s)q_Z(s)ds,$$

where we used that $X \succeq_{cx} Y$. This delivers a contradiction and yields the desired inclusion.

To establish the inclusion “$\supset$”, note first that $\mathcal{C}(X) \cap \mathcal{X}$ is convex, law invariant, and contains $\mathcal{D}(X)$. Hence, it suffices to prove that $\mathcal{C}(X) \cap \mathcal{X}$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$-closed. To this effect, note that $\mathcal{X}$, equipped with the topology $\sigma(\mathcal{X}, \mathcal{X}^*)$, is continuously embedded into $L^1$, equipped with the topology $\sigma(L^1, L^\infty)$. This is because $L^\infty$ is contained in $\mathcal{X}^*$ by our standing assumption. As $\mathcal{C}(X)$ is $\sigma(L^1, L^\infty)$-compact by [8, Corollary 3.2], we infer that $\mathcal{C}(X) \cap \mathcal{X}$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$-closed. \hfill $\square$

We come to the announced equivalence between law invariance and Schur convexity. In the convex case, this result extends [10, Theorem 4.1], which was established in $L^\infty$, and [21, Proposition 2.4], which was established in a general $L^p$ space under the additional assumption of positive homogeneity. In the quasiconvex case, the result extends [4, Theorem 5.1], which was established in $L^\infty$ under the additional assumption of monotonicity.

**Theorem 3.6.** For a proper, quasiconvex, $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous functional $\varphi : \mathcal{X} \to [-\infty, \infty]$ the following statements are equivalent:

(a) $\varphi$ is law invariant.

(b) $\varphi$ is Schur convex.

**Proof.** It is clear that Schur convexity implies law invariance. Now, assume that $\varphi$ is law invariant and take two arbitrary $X, Y \in \mathcal{X}$ such that $X \succeq_{cx} Y$. By Lemma 3.5, the random variable $Y$ is the $\sigma(\mathcal{X}, \mathcal{X}^*)$-limit of a net $(Y_\nu) \subset \mathcal{X}$ such that

$$Y_\nu = \sum_{i=1}^{n_\nu} \lambda_i^\nu X_i^\nu$$

for $n_\nu \in \mathbb{N}$ and for suitable $X_1^\nu, \ldots, X_{n_\nu}^\nu \sim X$ and $\lambda_1^\nu, \ldots, \lambda_{n_\nu}^\nu \in [0, 1]$ summing up to one. Note that by law invariance and quasiconvexity we have

$$\varphi(Y_\nu) \leq \max \{ \varphi(X_1^\nu), \ldots, \varphi(X_{n_\nu}^\nu) \} = \varphi(X)$$
for every $\nu$. Hence, $\sigma(\mathcal{X}^*, \mathcal{X})$-lower semicontinuity yields
\[ \varphi(X) \geq \liminf_{\nu} \varphi(Y_{\nu}) \geq \varphi(Y). \]

This establishes that $\varphi$ is Schur convex. \hfill \box

A companion result to Theorem 3.6 for sets establishes that law invariance is equivalent to monotonicity with respect to the convex order. The statement follows immediately by applying the above result to indicator functionals.

**Corollary 3.7.** For a convex and $\sigma(\mathcal{X}, \mathcal{X}^*)$-closed set $\mathcal{A} \subset \mathcal{X}$ the following statements are equivalent:

(a) $\mathcal{A}$ is law invariant.

(b) $\mathcal{A}$ is Schur convex.

### 4 Restriction results

In this section we unveil the deep link between law invariance and boundedness. We shed light on this link from a primal and a dual perspective. On the one side, we show that a quasiconvex and lower semicontinuous functional that is law invariant is uniquely determined by its action on bounded random variables. On the other side, by applying this restriction result to conjugate functionals, we show that the space of bounded random variables is the natural dual space under law invariance. The key to these results is to combine the equivalence between law invariance and Schur convexity established in the preceding section with the following approximation result. Here, for every $X \in \mathcal{X}$ we denote by $\sigma(X)$ the smallest $\sigma$-field in $\mathcal{F}$ with respect to which $X$ is measurable. Similarly, for every $\mathcal{G} \subset \mathcal{F}$ we denote by $\sigma(\mathcal{G})$ the smallest $\sigma$-field in $\mathcal{F}$ containing $\mathcal{G}$.

**Lemma 4.1.** For every $X \in \mathcal{X}$ and for every increasing sequence $(\mathcal{F}_n(X))$ of finitely-generated $\sigma$-fields in $\mathcal{F}$ such that $\sigma(X) = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n(X))$ we have
\[ \mathbb{E}[X \mid \mathcal{F}_n(X)] \xrightarrow{\sigma(\mathcal{X}^*, \mathcal{X})} X. \]

**Proof.** Let $X \in \mathcal{X}$ and take an increasing sequence $(\mathcal{F}_n(X))$ of finitely-generated $\sigma$-fields in $\mathcal{F}$ such that $\sigma(X) = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n(X))$. By the Martingale Convergence Theorem we have that $\mathbb{E}[X \mid \mathcal{F}_n(X)] \rightarrow X$ almost surely. Now, take any $Y \in \mathcal{X}^*$ and $E \in \mathcal{F}$ and note that $q_{1_E|Y} \leq 1_{(1-\mathbb{P}(E), 1]} q_{Y|Y}$ almost surely with respect to the Lebesgue measure on $(0, 1)$. Since $|X| \geq cx \mathbb{E}[|X| \mid \mathcal{F}_n(X)]$ for every $n \in \mathbb{N}$ by Jensen’s Inequality, it follows from Lemma 3.2 and Lemma 3.4 that
\[ \mathbb{E}[1_{E} \mathbb{E}[X \mid \mathcal{F}_n(X)] Y] \leq \int_0^1 q_{\mathbb{E}[|X| \mid \mathcal{F}_n(X)](s)} q_{1_E|Y}(s) ds \leq \int_{1-\mathbb{P}(E)}^1 q_{|X|}(s) q_{Y|Y}(s) ds. \]

This shows that the sequence $(\mathbb{E}[X \mid \mathcal{F}_n(X)] Y)$ is uniformly integrable. As $\mathbb{E}[X \mid \mathcal{F}_n(X)] Y \rightarrow XY$ almost surely, we obtain that $\mathbb{E}[\mathbb{E}[X \mid \mathcal{F}_n(X)] Y] \rightarrow \mathbb{E}[XY]$, concluding the proof. \hfill \box

It follows from the preceding lemma that $L^\infty$ is dense in $\mathcal{X}$ with respect to the topology $\sigma(\mathcal{X}, \mathcal{X}^*)$. This should not be surprising and could be proved in a more direct way. Indeed, for every $X \in \mathcal{X}$, a direct application of the Dominated Convergence Theorem shows that
\[ 1_{\{|X| \leq n\}} X \xrightarrow{\sigma(\mathcal{X}^*, \mathcal{X})} X. \]

What is powerful about the preceding lemma is that we can approximate every element in $\mathcal{X}$ via a sequence of special bounded random variables, namely *conditional expectations with respect to finitely-generated $\sigma$-fields*. This allows us to exploit Schur convexity in order to establish the announced restriction result. Here, for a functional $\varphi : \mathcal{X} \rightarrow (-\infty, \infty]$ and a subset $\mathcal{A} \subset \mathcal{X}$ we denote by $\varphi|_{\mathcal{A}}$ the restriction of $\varphi$ to $\mathcal{A}$.
**Theorem 4.2.** Let \( \varphi : \mathcal{X} \to [-\infty, \infty] \) be proper, quasiconvex, \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \)-lower semicontinuous, and law invariant. For every \( X \in \mathcal{X} \) and for every increasing sequence \( (\mathcal{F}_n(X)) \) of finitely-generated \( \sigma \)-fields in \( \mathcal{F} \) such that \( \sigma(X) = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n(X)) \) we have

\[
\varphi(X) = \lim_{n \to \infty} \varphi|_{L^\infty}(\mathbb{E}[X \mid \mathcal{F}_n(X)]).
\]

In particular, \( \varphi \) is uniquely determined by its restriction to \( L^\infty \).

**Proof.** Let \( X \in \mathcal{X} \) and take an increasing sequence \( (\mathcal{F}_n(X)) \) of finitely-generated \( \sigma \)-fields in \( \mathcal{F} \) such that \( \sigma(X) = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n(X)) \). By Lemma 4.1 we have \( \mathbb{E}[X \mid \mathcal{F}_n(X)] \to X \) with respect to \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \). It follows from \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \)-lower semicontinuity that

\[
\varphi(X) \leq \liminf_{n \to \infty} \varphi(\mathbb{E}[X \mid \mathcal{F}_n(X)]). \tag{4.1}
\]

Since for every \( n \in \mathbb{N} \) we have \( X \succeq_{cx} \mathbb{E}[X \mid \mathcal{F}_n(X)] \) by Jensen’s Inequality, we infer from the Schur convexity of \( \varphi \) established in Theorem 3.6 that we also have

\[
\varphi(X) \geq \limsup_{n \to \infty} \varphi(\mathbb{E}[X \mid \mathcal{F}_n(X)]). \tag{4.2}
\]

The desired assertion follows immediately by combining (4.1) and (4.2).

The next corollary records the companion statement for sets to the preceding restriction result. It shows that convex closed sets that are law invariant are completely determined by their intersection with \( L^\infty \).

**Corollary 4.3.** For every convex, \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \)-closed, and law-invariant set \( A \subset \mathcal{X} \) we have

\[
A = \text{cl}_{\sigma(\mathcal{X}, \mathcal{X}^\ast)}(A \cap L^\infty).
\]

**Proof.** Clearly, we only need to show that \( A \subset \text{cl}_{\sigma(\mathcal{X}, \mathcal{X}^\ast)}(A \cap L^\infty) \). To this effect, take \( X \in A \). It follows from Lemma 4.1 that we find a sequence \( (\mathcal{F}_n(X)) \) of finitely-generated \( \sigma \)-fields in \( \mathcal{F} \) such that \( \mathbb{E}[X \mid \mathcal{F}_n(X)] \to X \) with respect to \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \). To conclude the proof, it suffices to observe that for every \( n \in \mathbb{N} \) we have \( X \succeq_{cx} \mathbb{E}[X \mid \mathcal{F}_n(X)] \) by Jensen’s Inequality and, hence, \( \mathbb{E}[X \mid \mathcal{F}_n(X)] \in A \cap L^\infty \) by Corollary 3.7.

It is easy to show that the conjugate functional of a quasiconvex and lower semicontinuous functional that is law invariant is itself law invariant. This allows us to derive a dual version of the preceding restriction result, which can be used to restrict the dual space to the space of bounded random variables. This has the following remarkable consequence, which extends [39, Proposition 1] beyond the bounded setting.

**Theorem 4.4.** For a proper, quasiconvex, law-invariant functional \( \varphi : \mathcal{X} \to [-\infty, \infty] \) the following statements are equivalent:

(a) \( \varphi \) is \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \)-lower semicontinuous.

(b) \( \varphi \) is \( \sigma(\mathcal{X}, L^\infty) \)-lower semicontinuous.

**Proof.** It suffices to establish the equivalence in the convex case. Indeed, the quasiconvex case can be established by converting the equivalence into a statement for convex sets via indicator functionals, see Corollary 4.5. So, assume that \( \varphi \) is convex. Clearly, we only need to show that (a) implies (b). To this effect, assume that \( \varphi \) is \( \sigma(\mathcal{X}, \mathcal{X}^\ast) \)-lower semicontinuous. Recall that \( \varphi^\ast \) is proper, convex, and \( \sigma(\mathcal{X}^\ast, \mathcal{X}) \)-lower semicontinuous. Moreover, for every \( Y \in \mathcal{X}^\ast \) we have

\[
\varphi^\ast(Y) = \sup_{X \in \mathcal{X}} \{ \mathbb{E}[XY] - \varphi(X) \} = \sup_{X \in \mathcal{X} \sim \mathcal{X}^\ast} \sup_{X \in \mathcal{X}} \{ \mathbb{E}[X'Y] - \varphi(X) \} = \sup_{X \in \mathcal{X}} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \varphi(X) \right\}
\]
by Lemma 3.2, showing that $\varphi^*$ is also law invariant. Now, fix $Y \in \mathcal{X}^*$. It follows from Lemma 4.1 and Theorem 4.2 that, for a suitable sequence $(F_n(Y))$ of finitely-generated σ-fields in $\mathcal{F}$, we have $E[Y | F_n(Y)] \to Y$ in the topology $\sigma(\mathcal{X}^*, \mathcal{X})$ and $\varphi^*(E[Y | F_n(Y)]) \to \varphi^*(Y)$. This implies
\[
E[XY] - \varphi^*(Y) = \lim_{n \to \infty} E[X E[Y | F_n(Y)]] - \varphi^*(E[Y | F_n(Y)]) \leq \sup_{Z \in L^\infty} \{E[XZ] - \varphi^*(Z)\}
\]
for every $X \in \mathcal{X}$. As a result of Proposition 2.6, we infer that
\[
\varphi(X) = \sup_{Z \in L^\infty} \{E[XZ] - \varphi^*(Z)\}
\]
for every $X \in \mathcal{X}$. This shows that $\varphi$ is $\sigma(\mathcal{X}, L^\infty)$-lower semicontinuous and concludes the proof. \qed

The preceding statement can be reformulated for sets by applying the above result to indicator functionals.

**Corollary 4.5.** For a convex and law-invariant set $A \subset \mathcal{X}$ the following statements are equivalent:

(a) $A$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$ closed.

(b) $A$ is $\sigma(\mathcal{X}, L^\infty)$ closed.

## 5 Applications

In this section we show how to exploit the restriction results established above to transfer a variety of known results about law-invariant or Schur-convex functionals on $L^\infty$ to the corresponding results on $\mathcal{X}$. We refer to Theorem 3.6 for the equivalence between law invariance and Schur convexity.

### 5.1 Quantile representations

We start by extending the well-known quantile representation of law-invariant functionals. In the convex case, this extends [10, Theorem 4.2], which was established in $L^\infty$, and [21, Proposition 4.3], which was proved in $L^p$ under the additional requirement of positive homogeneity. It is worth pointing out that, even in the $L^p$ setting, our quantile representation is sharper because we can restrict the dual space to $L^\infty$. It is also worth noting that the arguments in [21] exploit special properties of $L^p$ spaces, e.g. the norm density of $L^\infty$, that some our admissible choices for the space $\mathcal{X}$, e.g. Orlicz spaces, do not necessarily satisfy. In the quasiconvex case, the following representation extends and complements [4, Theorem 5.1], which was established in $L^\infty$ under the additional assumption of monotonicity.

**Proposition 5.1.** Let $\varphi : \mathcal{X} \to [-\infty, \infty]$ be proper, $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous, and law invariant.

(i) If $\varphi$ is convex, then it can be represented as
\[
\varphi(X) = \sup_{Y \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \varphi^*(Y) \right\}, \quad X \in \mathcal{X},
\]
\[
\varphi^*(Y) = \sup_{X \in \mathcal{X}} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \varphi(X) \right\}, \quad Y \in \mathcal{X}^*.
\]

(ii) If $\varphi$ is quasiconvex, then it can be represented as
\[
\varphi(X) = \sup_{Y \in L^\infty} F_\varphi^*(Y, \int_0^1 q_X(s)q_Y(s)ds), \quad X \in \mathcal{X},
\]
\[
F_\varphi^*(Y, \alpha) = \inf \left\{ \varphi(X) ; \quad X \in \mathcal{X}, \quad \int_0^1 q_X(1-s)q_Y(s)ds \geq \alpha \right\}, \quad Y \in \mathcal{X}^*, \quad \alpha \in \mathbb{R}.
\]
If \( \varphi \) is additionally increasing, then we replace \( L^\infty \) by \( L_+^\infty \) in the above representations.

**Proof.** (i) It follows from Theorem 4.4 that \( \varphi \) is \( \sigma(\mathcal{X}, L^\infty) \)-lower semicontinuous. Hence, we can apply Proposition 2.6 to get

\[
\varphi(X) = \sup_{X' \sim X} \varphi(X') = \sup_{X' \sim X} \sup_{Y \in L^\infty} \{ \mathbb{E}[X'Y] - \varphi^*(Y) \} = \sup_{Y \in L^\infty} \sup_{X' \sim X} \{ \mathbb{E}[X'Y] - \varphi^*(Y) \}
\]

(5.2)

for every \( X \in \mathcal{X} \), where we used the law invariance of \( \varphi \). Then, Lemma 3.2 yields

\[
\varphi(X) = \sup_{Y \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s) \, ds - \varphi^*(Y) \right\}
\]

for every \( X \in \mathcal{X} \). Similarly, we have

\[
\varphi^*(Y) = \sup_{\mathcal{X} \in \mathcal{X}} \{ \mathbb{E}[XY] - \varphi(X) \} = \sup_{\mathcal{X} \in \mathcal{X}} \sup_{X' \sim X} \{ \mathbb{E}[X'Y] - \varphi(X) \} = \sup_{\mathcal{X} \in \mathcal{X}} \left\{ \int_0^1 q_X(s)q_Y(s) \, ds - \varphi(X) \right\}
\]

(5.3)

for every \( Y \in \mathcal{X}^* \). If \( \varphi \) is additionally increasing, then the supremum over \( L^\infty \) in (5.2) can be restricted to \( L_+^\infty \) by Proposition 2.6.

(ii) It follows from Theorem 4.4 that \( \varphi \) is \( \sigma(\mathcal{X}, L^\infty) \)-lower semicontinuous. Then, the law invariance of \( \varphi \) and Proposition 2.6 (note that we can restrict the supremum below to \( L_+^\infty \) if \( \varphi \) is increasing) imply that

\[
\varphi(X) = \sup_{X' \sim X} \varphi(X') = \sup_{X' \sim X} \sup_{Y \in L^\infty} F^\varphi(Y, \mathbb{E}[X'Y]) = \sup_{Y \in L^\infty} \sup_{X' \sim X} F^\varphi(Y, \mathbb{E}[X'Y])
\]

(5.3)

for every \( X \in \mathcal{X} \). As \( F^\varphi(Y, \cdot) \) is nondecreasing for every \( Y \in L^\infty \), it follows from Lemma 3.2 that

\[
\varphi(X) = \sup_{Y \in L^\infty} F^\varphi(Y, \int_0^1 q_X(s)q_Y(s) \, ds)
\]

for every \( X \in \mathcal{X} \). Similarly, we have

\[
F^\varphi(Y, \alpha) = \inf \{ \varphi(X) ; \ X \in \mathcal{X}, \ E[XY] \geq \alpha \}
\]

\[
= \inf \{ \varphi(X) ; \ X \in \mathcal{X}, \ X' \sim X, \ E[X'Y] \geq \alpha \}
\]

\[
= \inf \{ \varphi(X) ; \ X \in \mathcal{X}, \ \inf_{X' \sim X} E[X'Y] \geq \alpha \}
\]

\[
= \inf \left\{ \varphi(X) ; \ X \in \mathcal{X}, \ \int_0^1 q_X(1-s)q_Y(s) \, ds \geq \alpha \right\}
\]

for all \( Y \in \mathcal{X}^* \) and \( \alpha \in \mathbb{R} \). If \( \varphi \) is additionally increasing, then the supremum over \( L^\infty \) in (5.3) can be restricted to \( L_+^\infty \) by Proposition 2.6.

It follows from the above quantile representations that law invariance can be characterized at the level of conjugate functions for a quasiconvex and lower semicontinuous functional. In view of the equivalence between law invariance and Schur convexity, the same characterization holds by replacing law invariance with Schur convexity.

**Corollary 5.2.** Let \( \varphi : \mathcal{X} \to [-\infty, \infty] \) be proper and \( \sigma(\mathcal{X}, \mathcal{X}^*) \)-lower semicontinuous.

(i) If \( \varphi \) is convex, then the following statements are equivalent:

(a) \( \varphi \) is law invariant.

(b) \( \varphi^* \) is law invariant.

(ii) If \( \varphi \) is quasiconvex, then the following statements are equivalent:
(a) $\varphi$ is law invariant.
(b) $F^*_\varphi(\cdot, \alpha)$ is law invariant for every $\alpha \in \mathbb{R}$.

**Proof.** (i) It follows from Proposition 5.1 that (a) implies (b). Since $\varphi^*$ is proper, convex, and $\sigma(X^*, X)$-lower semicontinuous and $\varphi$ coincides with the conjugate of $\varphi^*$ by Proposition 2.6, we immediately obtain that (b) implies (a) again by Proposition 5.1.

(ii) It follows from Proposition 5.1 that (a) implies (b). To establish the converse implication, assume that $F^*_\varphi(\cdot, \alpha)$ is law invariant for every $\alpha \in \mathbb{R}$. Then, for every $X \in X$ we have
\[
\varphi(X) = \sup_{Y \in X^*} F^*_\varphi(Y, E[XY]) = \sup_{Y \in X^*} \sup_{Y' \sim Y} F^*_\varphi(Y, E[XY'])
\]
by Proposition 2.6. As $F^*_\varphi(Y, \cdot)$ is nondecreasing for every $Y \in X^*$, we infer from Lemma 3.2 that
\[
\varphi(X) = \sup_{Y \in X^*} F^*_\varphi\left(Y, \int_0^1 q_X(s)q_Y(s)ds\right)
\]
for every $X \in X$. This shows that $\varphi$ is law invariant and establishes that (b) implies (a). \qed

### 5.2 Extension results

The next proposition shows that every convex and lower semicontinuous functional that is law invariant on $X$ can be uniquely extended to the entire space $L^1$ without losing its properties. In particular, $L^1$ can be viewed as the canonical model space for this type of functionals. This extends similar results obtained in [17] for the $L^p$ case and in [20] for the Orlicz case.

**Proposition 5.3.** Let $\varphi : X \to [-\infty, \infty]$ be proper, $\sigma(X, X^*)$-lower semicontinuous, and law invariant.

(i) If $\varphi$ is convex, then it can be uniquely extended to a proper, convex, $\sigma(L^1, L^\infty)$-lower semicontinuous, law-invariant functional $\overline{\varphi} : L^1 \to [-\infty, \infty]$. The extension is explicitly given by
\[
\overline{\varphi}(X) = \sup_{Y \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \gamma(Y) \right\}, \quad X \in L^1,
\]
where
\[
\gamma(Y) = \sup_{X \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \varphi(X) \right\}, \quad Y \in L^\infty.
\]

(ii) If $\varphi$ is quasiconvex, then it can be uniquely extended to a proper, quasiconvex, $\sigma(L^1, L^\infty)$-lower semicontinuous, law-invariant functional $\overline{\varphi} : L^1 \to [-\infty, \infty]$. The extension is explicitly given by
\[
\overline{\varphi}(X) = \sup_{Y \in L^\infty} \Gamma\left(Y, \int_0^1 q_X(s)q_Y(s)ds\right), \quad X \in L^1,
\]
where
\[
\Gamma(Y, \alpha) = \inf \left\{ \varphi(X) ; \ X \in L^\infty, \ \int_0^1 q_X(1-s)q_Y(s)ds \geq \alpha \right\}, \quad Y \in L^\infty, \ \alpha \in \mathbb{R}.
\]

If $\varphi$ is additionally increasing, then $\overline{\varphi}$ is also increasing.
Proof. (i) Note that $\varphi_{L^\infty}$ is proper, convex, $\sigma(L^\infty, \mathcal{X}')$-lower semicontinuous, and law-invariant. In particular, $\varphi_{L^\infty}$ is $\sigma(L^\infty, L^\infty)$-lower semicontinuous by Theorem 4.4. Then, Proposition 5.1 yields

$$\varphi_{L^\infty}(X) = \sup_{Y \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \gamma(Y) \right\} \quad (5.4)$$

for every $X \in L^\infty$, where

$$\gamma(Y) = \sup_{X \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \varphi(X) \right\}$$

for every $Y \in L^\infty$. Now, define the functional $\overline{\varphi}: L^1 \to [-\infty, \infty]$ by setting

$$\overline{\varphi}(X) = \sup_{Y \in L^\infty} \left\{ \int_0^1 q_X(s)q_Y(s)ds - \gamma(Y) \right\} = \sup_{Y \in L^\infty} \sup_{Y' \sim Y} \{ \mathbb{E}[XY'] - \gamma(Y) \},$$

where the last equality holds by Lemma 3.2. It is clear that $\overline{\varphi}$ is a proper, convex, $\sigma(L^1, L^\infty)$-lower semicontinuous, and law-invariant extension of $\varphi_{L^\infty}$. Note that $\overline{\varphi}|_{\mathcal{X}'}$ and $\varphi$ are both proper, convex, $\sigma(\mathcal{X}, \mathcal{X}')$-lower semicontinuous, and law-invariant extensions of $\varphi_{L^\infty}$. Then, we must have $\varphi = \overline{\varphi}|_{\mathcal{X}'}$ by Theorem 4.2, so that $\overline{\varphi}$ is one of the desired extensions of $\varphi$. The uniqueness of such extensions follows immediately from Theorem 4.2. If $\varphi$ is additionally increasing, then the supremum in (5.4) can be restricted to $L^\infty_+$ by Proposition 2.6 and $\overline{\varphi}$ is easily seen to be increasing.

(ii) Note that $\varphi_{L^\infty}$ is proper, quasiconvex, $\sigma(L^\infty, \mathcal{X}')$-lower semicontinuous, and law-invariant. In particular, $\varphi_{L^\infty}$ is $\sigma(L^\infty, L^\infty)$-lower semicontinuous by Theorem 4.4. Then, Proposition 5.1 yields

$$\varphi_{L^\infty}(X) = \sup_{Y \in L^\infty} \Gamma \left( Y, \int_0^1 q_X(s)q_Y(s)ds \right) \quad (5.5)$$

for every $X \in L^\infty$, where

$$\Gamma(Y, \alpha) = \inf \left\{ \varphi(X) ; \; X \in L^\infty, \; \int_0^1 q_X(1-s)q_Y(s)ds \geq \alpha \right\}$$

for all $Y \in L^\infty$ and $\alpha \in \mathbb{R}$. Now, define the functional $\overline{\varphi}: L^1 \to (-\infty, \infty]$ by setting

$$\overline{\varphi}(X) = \sup_{Y \in L^\infty} \Gamma \left( Y, \int_0^1 q_X(s)q_Y(s)ds \right) = \sup_{Y \in L^\infty} \sup_{Y' \sim Y} \Gamma(Y', \mathbb{E}[XY']),$$

where the last equality holds by Lemma 3.2. It is clear that $\overline{\varphi}$ is a proper and law-invariant extension of $\varphi_{L^\infty}$. Moreover, it follows from [18, Lemma 2.7] that $\overline{\varphi}$ is also quasiconvex and $\sigma(L^1, L^\infty)$-lower semicontinuous. Note that $\overline{\varphi}|_{\mathcal{X}'}$ and $\varphi$ are both proper, quasiconvex, $\sigma(\mathcal{X}, \mathcal{X}')$-lower semicontinuous, and law-invariant extensions of $\varphi_{L^\infty}$. Then, we must have $\varphi = \overline{\varphi}|_{\mathcal{X}'}$ by Theorem 4.2, so that $\overline{\varphi}$ is one of the desired extensions of $\varphi$. The uniqueness of such extensions follows immediately from Theorem 4.2. If $\varphi$ is additionally increasing, then the supremum in (5.5) can be restricted to $L^\infty_+$ by Proposition 2.6 and $\overline{\varphi}$ is easily seen to be increasing.

The next corollary features the counterpart for sets to the preceding extension results by showing that convex, $\sigma(\mathcal{X}, \mathcal{X}')$-closed, and law-invariant subsets of $\mathcal{X}$ can always be retrieved from their norm closures in $L^1$. Here, we denote by $\text{cl}_{\|\cdot\|}$ the closure with respect to the $L^1$ norm.

**Corollary 5.4.** For every convex, $\sigma(\mathcal{X}, \mathcal{X}')$-closed, and law-invariant set $\mathcal{A} \subset \mathcal{X}$ we have

$$\mathcal{A} = \text{cl}_{\|\cdot\|}(\mathcal{A}) \cap \mathcal{X}.$$
5.3 Dilatation monotonicity

In this short section we recall the notion of dilatation monotonicity and show that it is equivalent to law invariance under quasiconvexity and lower semicontinuity. This extends the results in [6] and [40] beyond the setting of bounded random variables and convex functionals.

Definition 5.5. A functional \( \varphi : \mathcal{X} \to [-\infty, \infty] \) is called dilatation monotone whenever
\[
\varphi(X) \geq \varphi(\mathbb{E}[X | \mathcal{G}])
\]
for every \( X \in \mathcal{X} \) and every \( \sigma \)-field \( \mathcal{G} \subseteq \mathcal{F} \) such that \( \mathbb{E}[X | \mathcal{G}] \in \mathcal{X} \).

Proposition 5.6. For a proper, quasiconvex, \( \sigma(\mathcal{X}, \mathcal{X}^*) \)-lower semicontinuous functional \( \varphi : \mathcal{X} \to [-\infty, \infty] \) the following statements are equivalent:

(a) \( \varphi \) is law invariant.

(b) \( \varphi \) is dilatation monotone.

Proof. Recall that \( X \succeq_{cx} \mathbb{E}[X | \mathcal{G}] \) for every \( X \in \mathcal{X} \) and every \( \sigma \)-field \( \mathcal{G} \subseteq \mathcal{F} \) by Jensen’s Inequality. Hence, it follows from Theorem 3.6 that (a) implies (b). To show the converse implication, assume that \( \varphi \) is dilatation monotone. We can easily follow the proof of Theorem 4.2 to show that
\[
\varphi(X) = \lim_{n \to \infty} \varphi_{|L^\infty}(\mathbb{E}[X | \mathcal{F}_n(X)])
\]
for every \( X \in \mathcal{X} \) and for every increasing sequence \( \mathcal{F}_n(X) \) of \( \sigma \)-fields in \( \mathcal{F} \) such that \( \sigma(X) = \sigma(\bigcup_{n \in \mathbb{N}} \mathcal{F}_n(X)) \). Now, as \( \varphi_{|L^\infty} \) is lower semicontinuous with respect to the norm topology on \( L^\infty \), it follows from [40, Theorem 2.1, Remark 2.2] that \( \varphi_{|L^\infty} \) is law invariant. Now, take \( X, Y \in \mathcal{X} \) satisfying \( X \sim Y \). Consider a refining sequence \( (P_n) \) of finite partitions of \( \mathbb{R} \) and set \( \mathcal{F}_n(X) = \sigma(\{X^{-1}(I) : I \in P_n\}) \) and \( \mathcal{F}_n(Y) = \sigma(\{Y^{-1}(I) : I \in P_n\}) \). Since \( \mathbb{E}[X | \mathcal{F}_n(X)] \sim \mathbb{E}[Y | \mathcal{F}_n(Y)] \), we infer from (5.6) that
\[
\varphi(X) = \lim_{n \to \infty} \varphi_{|L^\infty}(\mathbb{E}[X | \mathcal{F}_n(X)]) = \lim_{n \to \infty} \varphi_{|L^\infty}(\mathbb{E}[X | \mathcal{F}_n(X)]) = \varphi(Y).
\]
This shows that \( \varphi \) is law invariant and establishes that (b) implies (a).

\[\square\]

5.4 Infimal convolutions

In this section we focus on infimal convolutions of law-invariant functionals. In the spirit of [29], we consider infimal convolutions with respect to general aggregation functions. In applications to finance and insurance, infimal convolutions appear naturally in the study of risk sharing and capital allocation problems, where the aggregation function is typically taken to be the sum or the maximum. We refer to the introduction for a list of references.

Definition 5.7. Let \( n \in \mathbb{N} \) and \( \Lambda : \mathbb{R}^n \to \mathbb{R} \) and for every \( X \in \mathcal{X} \) define the collection
\[
\mathcal{S}_{\mathcal{X},n}(X) = \left\{ (X_1, \ldots, X_n) \in \mathcal{X}^n ; \sum_{i=1}^n X_i = X \right\}.
\]
Let \( \varphi_1, \ldots, \varphi_n : \mathcal{X} \to [-\infty, \infty] \) be proper. The map \( \sqcap_{i=1}^n \varphi_i : \mathcal{X} \to [-\infty, \infty] \) defined by
\[
\sqcap_{i=1}^n \varphi_i(X) := \inf\{\Lambda(\varphi_1(X_1), \ldots, \varphi_n(X_n)) : (X_1, \ldots, X_n) \in \mathcal{S}_{\mathcal{X},n}(X)\}
\]
is called the \( (\Lambda\text{-based}) \) infimal convolution of \( \varphi_1, \ldots, \varphi_n \).
In line with the focus of our paper, we are interested in studying under which conditions the infimal convolution of quasiconvex, lower semicontinuous, and law-invariant functionals is still law invariant. This problem has been recently addressed in [30] for standard sum-based infimal convolutions but without any quasiconvexity and lower semicontinuity assumptions. We show that, in our setting, law invariance is always preserved provided that the aggregation function is increasing and the space \( \mathcal{X} \) satisfies a suitable regularity property. We start with the following simple lemma about nonexpansive functions. Recall that a function \( f : \mathbb{R} \to \mathbb{R} \) is said to be nonexpansive if \( |f(x) - f(y)| \leq |x - y| \) for all \( x, y \in \mathbb{R} \).

**Lemma 5.8.** Let \( n \in \mathbb{N} \) and assume that \( f_1, \ldots, f_n : \mathbb{R} \to \mathbb{R} \) are increasing functions summing up to the identity function on \( \mathbb{R} \). Then, \( f_1, \ldots, f_n \) are nonexpansive.

**Proof.** The statement is obvious if \( n = 1 \), so assume that \( n > 1 \). Set \( g = \sum_{i=2}^{n} f_i \) and note that \( g \) is increasing and \( f_1 \) and \( g \) sum up to the identity function on \( \mathbb{R} \). If \( f_1 \) is not nonexpansive, we find \( x, y \in \mathbb{R} \) such that \( x > y \) and \( f_1(x) - f_1(y) > x - y \). In this case, however, we would get \( g(y) - g(x) + x - y > x - y \), which violates the monotonicity of \( g \). As a result, it follows that \( f_1 \) must be nonexpansive. Clearly, the same argument can be repeated for each of the other \( f_i \)’s.

**Proposition 5.9.** Assume that \( \Lambda \) is increasing and \( f(X) \in \mathcal{X} \) for every nonexpansive function \( f : \mathbb{R} \to \mathbb{R} \) and every \( X \in \mathcal{X} \). Let \( n \in \mathbb{N} \) and let \( \varphi_1, \ldots, \varphi_n : \mathcal{X} \to [-\infty, \infty] \) be proper, quasiconvex, \( \sigma(\mathcal{X}, \mathcal{X}^*) \)-lower semicontinuous, and law invariant. Then, \( \sum_{i=1}^{n} \varphi_i \) is law invariant.

**Proof.** Take arbitrary \( X, Y \in \mathcal{X} \) such that \( X \sim Y \). Clearly, it is enough to show that

\[
\sum_{i=1}^{n} \varphi_i(X) \geq \sum_{i=1}^{n} \varphi_i(Y). \tag{5.7}
\]

To this effect, let \( (X_1, \ldots, X_n) \in \mathcal{S}_{\mathcal{X}, n}(X) \). The existence of comonotonic improvements established in [31, Theorem 2] ensures that we find a comonotonic vector \( (X_1^c, \ldots, X_n^c) \in \mathcal{S}_{L_1, n}(X) \) such that \( X_i^c \preceq_{\text{cx}} X_i \) for every \( i \in \{1, \ldots, n\} \). It follows from the characterization of comonotonicity in [11, Proposition 4.5] that \( X_i^c = f_i(X), \ldots, X_n^c = f_n(X) \) for suitable increasing functions \( f_1, \ldots, f_n : \mathbb{R} \to \mathbb{R} \) summing up to the identity function on \( \mathbb{R} \). In view of Lemma 5.8, these functions are nonexpansive. In particular, by our assumption on \( \mathcal{X} \), we have that all the random variables \( f_i(X) \)’s and \( f_i(Y) \)’s belong to \( \mathcal{X} \). As a result,

\[
\Lambda(\varphi_1(X_1), \ldots, \varphi_n(X_n)) \geq \Lambda(\varphi_1(f_1(X)), \ldots, \varphi_n(f_n(X))) = \Lambda(\varphi_1(f_1(Y)), \ldots, \varphi_n(f_n(Y))) \geq \sum_{i=1}^{n} \varphi_i(Y).
\]

Here, we used the monotonicity of \( \Lambda \) and the Schur convexity established in Theorem 3.6 in the left-hand side inequality and law invariance in the equality. The desired inequality (5.7) now follows by taking the infimum over all \( (X_1, \ldots, X_n) \in \mathcal{S}_{\mathcal{X}, n}(X) \).

**Remark 5.10.** If \( \mathcal{X} \) is an Orlicz space, then it is immediate to verify that \( f(X) \in \mathcal{X} \) for every nonexpansive function \( f : \mathbb{R} \to \mathbb{R} \) and every \( X \in \mathcal{X} \). Indeed, it suffices to observe that \( |f(X)| \leq |X| + |f(0)| \). More generally, this is true whenever \( \mathcal{X} \) is equipped with a random variable and is solid in the sense that for all \( X \in \mathcal{X} \) and \( Y \in L^0 \) such that \( |Y| \leq |X| \) it holds that \( Y \in \mathcal{X} \).

### 5.5 Dual representations of special risk measures

In this section we extend a variety of dual representations obtained in the risk measure literature. We say that a functional \( \varphi : \mathcal{X} \to [-\infty, \infty] \) is cash additive if for all \( X \in \mathcal{X} \) and \( m \in \mathbb{R} \) we have

\[
\varphi(X + m) = \varphi(X) - m.
\]

Moreover, we say that \( \varphi \) is comonotonic if for all comonotone \( X, Y \in \mathcal{X} \) we have

\[
\varphi(X + Y) = \varphi(X) + \varphi(Y).
\]

Our representations will follow from the general extension principle recorded in the next lemma.
Lemma 5.11. Let \( \varphi : \mathcal{X} \to [-\infty, \infty] \) be proper, convex, \( \sigma(\mathcal{X}, \mathcal{X}') \)-lower semicontinuous, and law invariant. Moreover, let \( \mathcal{S} \) be a set and assume there exist maps \( \Phi : \mathcal{X} \times \mathcal{S} \to [-\infty, \infty] \) and \( \gamma : \mathcal{S} \to [-\infty, \infty] \) such that

\[
\varphi_{|L^\infty}(X) = \sup_{S \in \mathcal{S}} \{ \Phi(X, S) - \gamma(S) \}, \quad X \in L^\infty.
\]

If \( \Phi(\cdot, S) \) is convex, \( \sigma(\mathcal{X}, \mathcal{X}') \)-lower semicontinuous, and law invariant for every \( S \in \mathcal{S} \), then

\[
\varphi(X) = \sup_{S \in \mathcal{S}} \{ \Phi(X, S) - \gamma(S) \}, \quad X \in \mathcal{X}.
\]

Proof. We claim that \( \varphi \) coincides with the functional \( \psi : \mathcal{X} \to [-\infty, \infty] \) defined by

\[
\psi(X) = \sup_{S \in \mathcal{S}} \{ \Phi(X, S) - \gamma(S) \}, \quad X \in \mathcal{X}.
\]

To show this, note that \( \psi \) is convex, \( \sigma(\mathcal{X}, \mathcal{X}') \)-lower semicontinuous, and law invariant by our assumptions on \( \Phi \). Note also that \( \varphi_{|L^\infty} \) is proper by properness of \( \varphi \) and by Theorem 4.2. If \( \psi(X) = -\infty \) for some \( X \in \mathcal{X} \), then [41, Proposition 2.2.5] would imply that \( \psi \) could not take any finite value, which is impossible because \( \psi_{|L^\infty} = \varphi_{|L^\infty} \). Hence, we must have \( \psi(X) > -\infty \) for every \( X \in \mathcal{X} \). The properness of \( \varphi_{|L^\infty} \) now implies that \( \psi \) is also proper. As \( \varphi \) and \( \psi \) coincide on \( L^\infty \), we must have \( \varphi = \psi \) by Theorem 4.2, concluding the proof.

As a first application, we use the above extension principle to derive a general formulation of the Kusuoka representation. This representation was first established in the space of bounded random variables by [26], under the assumption of positive homogeneity, and by [19]. Later, it was extended to a general Lebesgue setting by [38], again under the assumption of positive homogeneity, and by a general Orlicz setting by [20]. Here, for every \( s \in [0, 1] \) and every \( X \in L^1 \) we define the Expected Shortfall of \( X \) at level \( s \) by

\[
\text{ES}_s(X) := \left\{ \begin{array}{ll}
- \frac{1}{s} \int_0^s q_X(t) dt & \text{if } s \in (0, 1], \\
- \text{ess inf}(X) & \text{if } s = 0.
\end{array} \right.
\]

In particular, note that \( \text{ES}_1(X) = \mathbb{E}[-X] \). Moreover, we denote by \( \mathcal{P}((0, 1]) \) the set of probability measures on \( (0, 1] \) (equipped with the Borel \( \sigma \)-field).

Proposition 5.12. Assume that \( \mathcal{X} \) is a lattice with respect to the almost-sure partial order and that there exists a law-invariant, complete, lattice norm on \( \mathcal{X} \). Let \( \varphi : \mathcal{X} \to [-\infty, \infty] \) be proper, convex, \( \sigma(\mathcal{X}, \mathcal{X}') \)-lower semicontinuous, law invariant, decreasing, and cash additive. Then, we have

\[
\varphi(X) = \sup_{\mu \in \mathcal{P}((0, 1])} \left\{ \int_{(0, 1]} \text{ES}_s(X)d\mu(s) - \gamma(\mu) \right\}, \quad X \in \mathcal{X},
\]

where

\[
\gamma(\mu) = \sup \left\{ \int_{(0, 1]} \text{ES}_s(X)d\mu(s) ; \ X \in L^\infty, \varphi(X) \leq 0 \right\}, \quad \mu \in \mathcal{P}((0, 1]).
\]

Proof. Note that for all \( X \in \mathcal{X} \) and \( \mu \in \mathcal{P}((0, 1]) \) the integral \( \int_{(0, 1]} \text{ES}_s(X)d\mu(s) \) is well defined because \( \text{ES}_s(X) \geq \mathbb{E}[-X] \) for every \( s \in (0, 1] \). It follows from [15, Theorem 4.62] that

\[
\varphi_{|L^\infty}(X) = \sup_{\mu \in \mathcal{P}((0, 1])} \left\{ \int_{(0, 1]} \text{ES}_s(X)d\mu(s) - \gamma(\mu) \right\}
\]

for every \( X \in L^\infty \), where

\[
\gamma(\mu) = \sup \left\{ \int_{(0, 1]} \text{ES}_s(X)d\mu(s) ; \ X \in L^\infty, \varphi(X) \leq 0 \right\}.
\]
for every $\mu \in \mathcal{P}((0,1])$. Now, consider the functional $\Phi : \mathcal{X} \times \mathcal{P}((0,1]) \to (-\infty, \infty]$ given by

$$\Phi(X, \mu) = \int_{[0,1]} ES_s(X) d\mu(s).$$

It is clear that, for every $\mu \in \mathcal{P}((0,1])$, the functional $\Phi(\cdot, \mu)$ is convex and law invariant. We claim that $\Phi(\cdot, \mu)$ satisfies the Fatou property. To see this, take a sequence $(X_n) \subset \mathcal{X}$ and $X \in \mathcal{X}$ such that $X_n \to X$ almost surely and $\sup_{n \in \mathbb{N}} |X_n| \in \mathcal{X}$. Set $Y = \sup_{n \in \mathbb{N}} |X_n|$. Since $ES_s$ has the Fatou property for every $s \in (0,1]$ and $ES_s(X_n) \geq ES_s(Y) \geq \mathbb{E}[Y]$ for all $s \in (0,1]$ and $n \in \mathbb{N}$, we get

$$\Phi(X, \mu) = \int_{[0,1]} \lim_{n \to \infty} ES_s(X_n) d\mu(s) \leq \liminf_{n \to \infty} \int_{[0,1]} ES_s(X_n) d\mu(s) = \liminf_{n \to \infty} \Phi(X_n, \mu)$$

by Fatou’s Lemma. This establishes the Fatou property. In view of this, Proposition 2.5 implies that $\Phi(\cdot, \mu)$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous. The desired representation now follows from Lemma 5.11. \(\square\)

Next, we present a general version of the Kusuoka representation in the case of comonotonic risk measures. We denote by $\mathcal{P}([0,1])$ the set of probability measures on $[0,1]$ (equipped with the Borel $\sigma$-field).

**Proposition 5.13.** Assume that $\mathcal{X}$ is a lattice with respect to the almost-sure partial order and that there exists a law-invariant, complete, lattice norm on $\mathcal{X}$. Let $\varphi : \mathcal{X} \to [-\infty, \infty]$ be proper, convex, $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous, law invariant, decreasing, cash additive, and comonotonic. Then, there exists $\mu \in \mathcal{P}([0,1])$ such that

$$\varphi(X) = \int_{[0,1]} ES_s(X) d\mu(s), \quad X \in \mathcal{X}.$$

**Proof.** Note that for all $X \in \mathcal{X}$ and $\mu \in \mathcal{P}([0,1])$ the integral $\int_{[0,1]} ES_s(X) d\mu(s)$ is well defined because $ES_s(X) \geq \mathbb{E}[-X]$ for every $s \in [0,1]$. It follows from [15, Theorem 4.93] that there exists $\mu \in \mathcal{P}([0,1])$ such that

$$\Phi_{L^\infty}(X) = \int_{[0,1]} ES_s(X) d\mu(s)$$

for every $X \in L^\infty$. Now, consider the functional $\Phi : \mathcal{X} \to (-\infty, \infty]$ given by

$$\Phi(X) = \int_{[0,1]} ES_s(X) d\mu(s).$$

We can argue as in the proof of Proposition 5.12 to show that $\Phi$ is convex, $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous, and law invariant. As a result, the desired representation follows immediately from Lemma 5.11. \(\square\)

We conclude by providing a dual representation of risk measures based on loss functions. A function $\ell : \mathbb{R} \to \mathbb{R}$ is called a loss function if it is nonconstant, nondecreasing, and convex. We denote by $\mathcal{P}^\infty$ the set of probability measures on $(\Omega, \mathcal{F})$ that are absolutely continuous with respect to $\mathbb{P}$ and satisfy $d\mathbb{Q}/d\mathbb{P} \in L^\infty$.

**Proposition 5.14.** Assume that $\mathcal{X}$ is a lattice with respect to the almost-sure partial order and that there exists a law-invariant, complete, lattice norm on $\mathcal{X}$. Let $\ell$ be a loss function and take $\ell_0 \in \mathbb{R}$ such that $\ell(x) < \ell_0$ for some $x_0 \in \mathbb{R}$. The functional $\varphi_\ell : \mathcal{X} \to [-\infty, \infty]$ defined by

$$\varphi_\ell(X) = \inf\{m \in \mathbb{R} : \mathbb{E}[\ell(-X - m)] \leq \ell_0\}, \quad X \in \mathcal{X},$$

satisfies

$$\varphi_\ell(X) = \sup_{Q \in \mathcal{P}^\infty} \left\{ \mathbb{E}_Q[-X] - \inf_{\lambda \in (0,\infty)} \frac{1}{\lambda} \left( \ell_0 + \mathbb{E} \left[ \ell^*(\lambda \frac{d\mathbb{Q}}{d\mathbb{P}}) \right] \right) \right\}, \quad X \in \mathcal{X},$$

where

$$\ell^*(y) = \sup_{x \in \mathbb{R}} \{xy - \ell(x)\}, \quad y \in \mathbb{R}.$$
Proof. First of all, note that $\mathbb{E}[\ell(X)]$ is well defined for every $X \in \mathcal{X}$ by convexity of $\ell$. Since $\mathbb{E}[\ell(X)] \geq \ell(\mathbb{E}[X])$ for every $X \in \mathcal{X}$ by Jensen’s inequality and $\ell_0$ belongs to the interior of the range of $\ell$ by assumption, we have $\varphi_\ell(X) > -\infty$ for every $X \in \mathcal{X}$. Moreover, $\varphi_\ell(0) \leq -x_0 < \infty$. This shows that $\varphi_\ell$ is proper. It is clear that $\varphi_\ell$ is convex and law invariant. We claim that $\varphi_\ell$ satisfies the Fatou property. To prove this, it suffices to show that for every sequence $(X_n) \subset \mathcal{X}$ and every $X \in \mathcal{X}$ such that $X_n \to X$ almost surely and $\sup_{n \in \mathbb{N}} |X_n| \in \mathcal{X}$ we have

$$\sup_{n \in \mathbb{N}} \mathbb{E}[\ell(-X_n)] \leq \ell_0 \implies \mathbb{E}[\ell(-X)] \leq \ell_0. \quad (5.8)$$

To establish (5.8), note that $\ell(X_n) \to \ell(X)$ almost surely by continuity of $\ell$. Set $Y = \sup_{n \in \mathbb{N}} |X_n|$. By convexity of $\ell$ we find $a, b \in \mathbb{R}$ such that $\ell(0) \geq \ell(-Y) \geq a(-Y) + b$. This implies that $\ell(-Y)$ is integrable. Since $\ell(-X_n) \geq \ell(-Y)$ for every $n \in \mathbb{N}$, we can apply Fatou’s Lemma to obtain

$$\mathbb{E}[\ell(-X)] = \mathbb{E} \left[ \lim_{n \to \infty} \ell(X_n) \right] \leq \liminf_{n \to \infty} \mathbb{E}[\ell(X_n)] \leq \ell_0.$$

This yields (5.8) and proves that $\varphi_\ell$ satisfies the Fatou property. As a result, Proposition 2.5 implies that $\varphi_\ell$ is $\sigma(\mathcal{X}, \mathcal{X}^*)$-lower semicontinuous. Since $\varphi_\ell$ is also $\sigma(\mathcal{X}, L^\infty)$-lower semicontinuous by Theorem 4.4, we can argue as in [15, Theorem 4.115] (see also [2, Theorem 5.1] for a simpler proof) to get

$$(\varphi_\ell)_{L^\infty}(X) = \sup_{Q \in \mathcal{P}^\infty} \left\{ \mathbb{E}_Q[-X] - \inf_{\lambda \in (0, \infty)} \frac{1}{\lambda} \left( \ell_0 + \mathbb{E} \left[ \ell^* \left( \lambda \frac{dQ}{dP} \right) \right] \right) \right\}$$

for every $X \in L^\infty$. The desired representation on $\mathcal{X}$ is now a direct consequence of Theorem 4.2. \qed
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